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inverse square root of the number of vortices N. If the
initial vorticity inside the region is constant, the numberA new method is proposed for simulating diffusion in vortex

methods for two-dimensional incompressible flows. The method of vortices must be increased with the Reynolds number
resolves length scales up to the spacing of the vortices. The grid- to keep the relative error in change in size constant at
free nature of vortex methods is fully retained and the distribution finite times. Roberts [50] showed that if the relative error
of the vortices can be irregular. It is shown for the Stokes equations

in size itself is of importance, higher Reynolds numbersthat in principle, the method can have any order of accuracy. It also
do not require additional vortices. In fact, the number ofconserves circulation, linear, and angular momentum. The method

is based on exchanging a conserved quantity between arbitrary vortices can be reduced if the initial data represent the
computational points. This suggests that extensions to more gen- initial mean size accurately.
eral flows may be possible. For the two-dimensional incompressible Marchioro and Pulvirenti [41], Goodman [28], and Long
flows studied, circulation is exchanged between vortices to simulate

[40] have shown the convergence of the method. Changdiffusion. The amounts of circulation exchanged must satisfy a lin-
[13] discusses how to incorporate the random walk inear system of equations. Based on stability considerations, the ex-

changed amounts should further be positive. A procedure to find Runge–Kutta time-stepping schemes.
a solution to this problem is formulated using linear programming Ghoniem and Sherman [27] studied ways of handling
techniques. To test the method, the decay processes of a single point boundary conditions. Sethian and Ghoniem [53] studied
vortex and of a counterrotating pair of point vortices are computed.

convergence for a backward-facing step numerically.Current limitations of the method are discussed. Q 1996 Academic

Cheer [14] has implemented the random vortex-sheet/blobPress, Inc.

method for the flow due to an impulsively started cylinder
at Re 5 9500.

Fogelson and Dillon [24] have used a simplified one-1. INTRODUCTION
dimensional version of the problem to study the ques-
tion of how much smoothing should be applied to theThe evolution of the vorticity in two-dimensional incom-

pressible flows is due to convection and diffusion. Vortex random walk results. They found that convergence occurs
when the random walk solution is smoothed over amethods approximate the vorticity distribution by discrete

vortices [38, 39, 52, 3]. This allows the convection of vortic- distance that is large compared to the point spacing.
Their results show that still a very large number ofity to be represented by motion of the individual vortices.

The velocity of the vortices can be computed efficiently vortices is needed to improve the accuracy of the random
walk method.using the fast adaptive algorithm developed by Van Dom-

melen and Rundensteiner [60]. Similar fast algorithms have Degond and Mustieles [22] formulated a deterministic
displacement that simulates diffusion. This is accom-been developed by Greengard and Rokhlin [31], Carrier,

Greengard, and Rokhlin [12], Anderson [4], and Almgren, plished by defining an ‘‘equivalent convection velocity’’
for the diffusion process. They do point out that thisButtke, and Colella [2]. However, this paper is concerned

with the more difficult problem of representing the diffu- method may be less accurate and more expensive than
other methods for the Navier–Stokes and the heat equa-sion processes.

Chorin proposed the random walk method [17] in which tions. However, it may be suited to problems in kinetic
theory of plasma physics.the vortex positions are given random displacements to

simulate diffusion. His procedure conserves the total circu- Another procedure is the core expansion method pro-
posed by Leonard [38]. In this method the core of eachlation but it does not conserve the mean position of the

vorticity exactly. Milinazzo and Saffman [45] tested the vortex is allowed to expand to simulate diffusion. Such
an expansion correctly approximates the Stokes equation.random walk method for the case of an initially finite

region of vorticity in an unbounded domain. They cor- However, Greengard [30] has shown that it cannot
model convection correctly when applied to the Navier–rected for the mean position error but found that the error

in mean size of the vortex system is proportional to the Stokes equations.
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A deterministic method to simulate diffusion has been vortices in order to produce the correct amount of
diffusion. However, unlike the deterministic particledeveloped by Raviart [48], Choquin and Huberson [15],

and Cottet and Mas-Gallic [20]. They use viscous/inviscid methods [21, 23], the maximum distance that the circula-
tion of a vortex can move during a time-step is restrictedsplitting of the vorticity equation and then solve the

diffusion equation exactly using the fundamental solution to a chosen distance of the order of the point spacing.
This allows scales up to the point spacing to be resolved.of the heat equation. Presently the ‘‘deterministic particle

(or vortex) method’’ has been developed along different Unlike free Lagrangian methods, no partitioning of the
domain is attempted; instead, all vortices within thelines by Degond and Mas-Gallic [21] and Mas-Gallic

and Raviart [43]. Two basic ingredients in this approach allowed distance are included in the discretization.
The key question is to choose the fraction of theare (a) to consider the strength (circulation) of each

particle as an unknown coefficient that changes with circulation of each vortex that is moved (redistributed)
to each neighboring vortex. This choice determines thetime due to diffusion effects and (b) to approximate

parts of the governing equations by integral operators that accuracy of the approximation, its stability, and its conser-
vation properties. We will formulate a system of equa-are discretized using the particle positions as quadrature

points. Winckelmans and Leonard [66] refer to this tions, (16) and the following, from which the redistribution
fractions can be found. This system can be extended tomethod as ‘‘particle strength exchange’’ (PSE) scheme

and have used it in their study of the fusion of vor- any order of accuracy. A uniform distribution of vortices
is not required; however, for uniformly distributed pointstex rings.

Mas-Gallic [44] has extended this deterministic particle the method can be equivalent to a finite difference
scheme. Positivity of the solution of the system is enforcedmethod to problems with boundary conditions. Koumout-

sakos, Leonard, and Pépin [35] describe the vorticity to ensure stability. We use a solution procedure that is
guaranteed to find a positive solution to our system offlux at solid wall boundary conditions based on the

fundamental solution of the heat equation. Koumoutsakos equations, if one exists. If there is no acceptable solution,
we add new vortices until there is one.and Leonard [36] have applied the scheme to impulsively

started-and-stopped flow around a translating and rotat- Fundamentally, our procedure differs from the usual
particle methods by separating the computation of theing cylinder for Reynolds numbers from 40 to 9500.

In practice, such methods start out with a fixed number vorticity into two distinct steps; (a) determination of
particle values from equations involving localized versionsof particles, distributed uniformly over the domain, each

with a prescribed initial strength [47, 34]. The changes of conservation laws; (b) reconstruction of the vorticity
field by convolution. This separation allows us to achievein the particle strengths simulate the diffusion effects

through a system of ordinary differential equations. The any chosen order of accuracy regardless of the geometry
of the particle distribution. However, unlike other particlevortex size must be sufficiently large that it encloses

enough vortices to resolve it. methods and other numerical methods, in our scheme
an individual particle value has no identifiable meaning.A method with properties similar to the particle

strength exchange scheme was derived by Fishelov [23]. It is the combination of nearby particle values and
positions that determines the local solution. In Section 9,She convolves the spatial derivatives in the vorticity

equation with a smoothing function and then transfers we discuss the practical implications of these differences.
the derivatives on to that function. This scheme is stable
in the L2 norm, at least for the heat equation, and it 2. GOVERNING EQUATIONS
readily extends to a higher order of accuracy. With proper
discretization, it can be made to conserve vorticity exactly. The 2D Navier–Stokes equations for an incompressible

Another deterministic vortex method is the free La- fluid imply a vorticity convection–diffusion equation [5]
grangian method [25, 11, 49 51]. The basic idea is to of the form
construct a finite difference scheme for the derivatives
using the Voronoi diagram of the vortices. This method
does conserve vorticity and angular momentum [51], but ­g

­t
1 u ·=g 5 n =2g, (1)

it is only weakly first-order consistent and it requires a
uniformity condition for the distribution of the points [11].

We propose an alternate method to handle diffusion, where u 5 (u, v) is the velocity field, g is the vorticity,
defined as the curl of the velocity, t is the time, and n isfollowing procedures used by Van Dommelen [61, 62]

to solve the heat equation in one dimension. It is similar the kinematic viscosity of the fluid. Properly nondimen-
sionalized, n is the inverse of the Reynolds number. Theto the methods above in that it changes the strengths

of the vortices to simulate diffusion: fractions of the velocity follows from the vorticity by means of the Biot–
Savart law [5]. The flow region is assumed to be un-circulation of each vortex are moved to neighboring
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bounded; we are currently working on computations in- dGi

dt
5 0. (6)cluding boundaries.

The vorticity distribution g(x, t) was approximated by
a collection of ‘‘vortex blobs,’’ Diffusion step:

g P ON
i51

Gi(t)fd(x 2 xi(t)), (2) dxi

dt
5 0 (7)

where Gi is the circulation of the vortex located at xi . In ­g
­t

5 n=2g. (8)
a point vortex method, the function fd would be a delta
function; however, this introduces the possibility of blowup
of the velocities when vortices approach each other. Hence, The order in which the diffusion and convection time-steps
we followed Chorin’s [17] proposal to use vortex blobs were performed was inverted every time-step to improve
with a finite core size. We chose the core of the usual form the rate of convergence.

The convection time-step was integrated using a fourth-
order Runge–Kutta scheme, with the velocity found from

fd(x) 5
1
d 2 f Sx

dD, (3) the fast summation algorithm [60]. The diffusion step was
solved by the redistribution technique discussed in the
next section.

in which f is a smooth axisymmetric function that inte-
grates to one and d is a small typical width.

3. VORTICITY REDISTRIBUTIONThe order of accuracy of the approximation depends on
how many moments of f vanish. For the Euler equations The purpose of the vorticity redistribution technique is
various convergence and accuracy proofs have been given, to simulate the diffusion of each vortex i during a time-
starting with Hald [32] and Beale and Majda [7] in higher step. As sketched in Fig. 1, this is done by distributing
order approximation. These assume that d is asymptotically fractions of its circulation Gn

i to its neighboring vortices.
large compared to the point spacing; however, Goodman, The question is how to select the neighborbood and the
Hou, and Lowengrub [29] show that point vortices also fractions so that the correct diffusion is approximated. The
converge for all finite times if they are initially uni- next subsection will answer that question.
formly spaced.

Based on our practical experience with random walk
3.1. Formulationcomputations [59, 57, 64], we chose a low-order algebraic

blob of shape Vortices will be considered to be within the neighbor-
hood of a vortex i if they are within a predetermined
distance from the vortex. We take this distance to be of

f(x) 5
1

f(1 1 uxu2)2
, (4) the order of the typical diffusion distance during a time-

step. To be precise, the typical diffusion distance hv will

which falls in a class discussed by Hald [33] for the Euler
equations. Figures 10 and 11 suggest that for the present
flows there is no significant change in the solution if the
algebraic core is replaced by a more commonly used
second-order exponential core. Higher-order applications
would require a more sophisticated blob shape. We used
a relatively small vortex diameter d 5 Ï0.5n Dt, as is com-
mon in practical applications [29].

The convection–diffusion equation (1) for the vorticity
was solved by a fractional step, or viscous splitting, algo-
rithm [67, 18, 6, 9] as follows:

Convection step:

dxi

dt
5 ui(x1 , ..., xj , ..., xN , t) (5)

FIG. 1. Redistribution of the circulation of a vortex Gn
i .
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be defined as The two Fourier transforms cannot be equal for all values
of k using only a finite number of vortices. However, within
the neighborhood of vortex i, the distance uxj 2 xiu is ahv ; Ïn Dt, (9)
small quantity of order O(ÏDt); compare (9) and (10).
This makes it possible to approximate the trailing exponen-

and a vortex j is part of the neighborhood of vortex i if tials in the two Fourier transforms by a truncated Taylor
series. It does turn out to be possible to equate the Fourier

uxj 2 xi u # Rhv . (10) transforms with these truncated Taylor series. The detailed
derivation is given in Appendix A.

The resulting equations are the redistribution equationsWe used a maximum distance Ï12hv in all computations
we were looking for. They involve scaled relative vortexpresented in this paper. Some guidelines for choosing this
positions defined asdistance will be given in Section 7.

Within this neighborhood of vortex i, its diffusion will
be approximated by moving fractions of its circulation to-

ji j ; xj 2 xi

hv
, (15)wards the other vortices. We will indicate the fraction that

moves from vortex i to a vortex j by f n
i j . Implementation

of the redistribution method is in principle merely a matter that are bounded by the neighborhood radius ji j # R.
of determining fractions f n

i j that approximate the correct In terms of the scaled coordinates, the final redistribu-
diffusion over a time-step accurately and stably. tion equations are

Yet, we choose not to identify the vortex strengths with
any particular smooth interpolated vorticity distribution. O(1): O

j
f n

i j 5 1; (16)
The reason is that due to straining effects, the vortex
locations can become very irregular. In the absence of a

O(Dt)1/2: O
j

f n
i jj1i j 5 0; O

j
f n

i jj2i j 5 0; (17)continuous vorticity field, the question arises how a mean-
ingful representation of the diffusion process can still be

O(Dt): O
j

f n
i jj

2
1i j 5 2; O

j
f n

i jj1i jj2i j 5 0;achieved.
The redistribution method changes a vorticity distri-

bution O
j

f n
i jj

2
2i j 5 2; (18)

gn 5 O
i

Gn
i fd(x 2 xi) (11) O(Dt)3/2: O

j
f n

i jj
3
1i j 5 0; O

j
f n

i jj
2
1i jj2i j 5 0;

O
j

f n
i jj1i jj

2
2i j 5 0; O

j
f n

i jj
3
2i j 5 0; (19)

into

O(Dt)m/2: (20)Higher-order moment equations,
gn11 5 O

i
O

j
f n

i jG
n
i fd(x 2 xj). (12) m 5 4, ..., M 1 1.

From these equations, the redistribution fractions f n
i j are

We would like this change to approximate the true diffu- to be found.
sion over the time step in some way. Our approach will Consistency requires that the numerical solution approx-
be to demand that all finite wave numbers of the Fourier imates the O(Dt) diffusive changes in the exact solution:
transform are correctly damped. This is similar to a weak the redistribution fractions must at least satisfy (16)
formulation in which Fourier modes are used as through (18). This results in a truncation error of order
weighting functions. O(hv). Subsequent equations, (19), (20), can be included

The Fourier transform of the new vorticity distribution is to achieve a higher order of accuracy O(hM
v ).

Thus, in principle, the accuracy can be increased arbi-
ĝn11 5 f̂(kd) O

i
Gn

i e2ik?xi O
j

f n
i je2ik?(xj2xi). (13) trarily, although for the Navier–Stokes equations the split-

ting error also has to be considered. The conditioning of
the above system of equations also needs to be taken into

This is to be compared with the Fourier transform of the account in a practical application. The equations could be
exactly diffused vorticity: recast in terms of orthogonal polynomials such as Legendre

polynomials to improve the conditioning. On the other
hand, the conditioning of the system may not be veryĝn11

e 5 f̂(kd) O
i

Gn
i e2ik?xie2k2n Dt. (14)

important; the requirement is not to find a particular solu-
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tion for the fractions f n
i j , but to satisfy the equations accu- The size (10) of the redistribution region corresponds

to the typical distance of order O(Ïn Dt) over which therately. In the numerical results in this paper, we simply
solved (16) through (18) in the form shown. vorticity of a vortex diffuses during a time-step. It ensures

that numerically the vorticity diffuses out over a distanceThe redistribution equations are similar to the equations
obtained when a Taylor series expansion of the exact solu- of the same order.

Together, these properties imply that even if numericaltion is substituted into a finite difference formula, or to
the moment conditions in the particle methods. In fact, resolution is poor, the possible effects of the errors remain

quite limited. No false circulation, linear or angular mo-consistency of a finite difference scheme requires the same
agreement for finite wave numbers (e.g., [58, (10.1.3)]). mentum, or reversed vorticity an be created by the numeri-

cal errors. The center of vorticity is unaffected and theFor uniform point spacing and redistribution fractions, the
redistribution method is equivalent to an explicit finite root mean square size of the vortex system expands at the

correct rate. The vorticity does not expand over a regiondifference scheme. The redistribution equations do not
involve the smoothing function. This allows us to choose much larger than the physical one. The long range errors

in velocity, which are determined by the vorticity moments,this funciton after the actual computation has already
been completed. vanish. Disjoint sets of vortices more than O(Ïn Dt) apart

satisfy the conservation laws individually.In implementing the redistribution scheme, it is im-
portant to realize that not all solutions f n

i j to (16) and the
following will lead to a convergent approximation. For

3.3. General Justification
example, a consistent but unstable explicit finite difference
scheme would satisfy the equations. Some form of stability We would certainly not suggest that our redistribution

method, and its detailed implementation, is the only possi-condition needs to be imposed; following Van Dommelen
[62], we will demand that all fractions are positive: ble approach to diffusion in vortex computations. We

merely want to explain the reasoning that led us to formu-
f n

i j $ 0. (21) late this particular procedure. Hopefully, this will explain
why our method does have a number of advantages that

This ensures that the l1 norm Gn 5 oiuGn
i u of the circulation may be of importance.

cannot grow. We wanted a scheme to replace the random walk method
In the next two subsections we will further justify the in our computations. Like this method, it should not re-

above conditions using physical and mathematical argu- quire ordered vortices; the method should not be based
ments. However, the truly relevant questions are clearly on associations between individual vortices such as a uni-
whether the equations are solvable, whether they can be form or regular distribution of the vortices, a numerical
solved using only a finite number of neighboring points quadrature rule using the vortices, or any partitioning of
within a finite scaled distance R, and whether the numerical the domain. Our motivation for this demand was that in
solution approaches the exact solution with the expected a Lagrangian computation convection effects eventually
rate of convergence. In the following, Sections 4 through decouple vortices initially associated with each other. Any
7, we will prove that the answer to all these questions is order introduces complications; it needs to be decided how
affirmative for the linear Stokes equations. To verify that long the computation can proceed without restoring a new
our method also works for the nonlinear Navier–Stokes order and how to restore it. It causes uncertainty about
equations, we will present example computations with non- the possible errors introduced by each of those decisions. A
trivial convection effects in Section 8. scheme that merely identifies neighboring vortices avoids

these difficulties. It also simplifies the computation of flows
3.2. Physical Meaning of the Equations

about complex geometries.
We did not want a partitioning of the domain as inEquations (16) through (21), derived in the previous

subsection are the core of the redistribution method. While ‘‘unstructured’’ computations. Such a partitioning is still a
form of structure that must be regenerated. It brings inthey were derived using mathematical arguments, some

have a clear physical meaning. For example, the lowest complicating aspects such as the geometry of triangles that
are not found in the physical flow. Our scheme uses allorder Eq. (16) conserves circulation for each vortex.

Next, (17) conserves the center of vorticity; and (18) available vortices within some reasonable distance, rather
than a selected subset, to find a suitable discretization forimplies the correct expansion of the mean diameter. These

conservation laws are expressions of the physical laws of the diffusion of each vortex.
Yet, variations on our scheme remain possible. For ex-conservation of linear and angular momentum [37].

The positivity condition expresses the physical fact that ample, instead of attempting to describe the diffusion of
each individual vortex separately as we do, it would bereverse vorticity cannot form spontaneously in the middle

of a flow field. possible to divide the domain into small square or hexago-
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nal regions and demand only that the net diffusion of our interests tend to be in unsteady separating flows at
large Reynolds numbers. Such flows involve short scaleall vortices within each region is correctly represented to

some order. vorticity features that can be lost for large core sizes, mak-
ing a small core size desirable regardless of the order ofHowever, the work involved in diffusing the individual

vortices does not seem to be prohibitive. This is certainly accuracy of the core. For a small core size, a relatively low
order of accuracy can be sufficient; and other considera-true theoretically, since the work for the redistribution

process is asymptotically negligible compared to the work tions may be more important. In particular, positive
second-order cores such as the one we used have the advan-needed to find the velocity field. (We do not consider the

machine precision finite as other authors, since this does tage that they cannot introduce false vorticity of oppo-
site sign.not allow convergence to occur). In our experimental re-

sults for a limited number of vortices, the actual work is The other core is used to evaluate the vorticity field for
output purposes. In this case the considerations for theacceptable but still significant. As explained in Section 5,

we believe that this is due to our brute force approach to choice of the core are somewhat different. For maximum
visual smoothness, a large core is desirable, since a largefinding the redistribution fractions.

Our requirement that the redistribution weights be posi- core gives the greatest reduction in short wave errors.
These short wave errors are, further, also much more pro-tive was motivated in part by the standard five-point ex-

plicit finite difference scheme for the diffusion process. nounced in the vorticity field than in the velocity. On the
other hand, there is much less risk that a larger core wouldFor that finite difference scheme, the transition from a

stable to an unstable scheme occurs when one of the frac- smooth small features, since the actual solution is now
known, and the effect of the core size can be determinedtions becomes negative. Therefore, at least when the vorti-

ces are located on a uniform mesh and the redistribution experimentally without repeating any of the computation.
Further, even if there would be some loss of informationradius includes five vortices at a time, the positivity con-

straint needs to be satisfied. Furthermore, the positivity about the shorter wave lengths, this loss does not affect
the further computation, since the second core is used forcondition is sufficient; in Section 4 we will prove for the

linear Stokes equation that it ensures convergence of the output only. Such considerations suggest the use of a core
with a high order of accuracy, since these can be largermethod for any arbitrary point distribution.

On the other hand, there are certainly stable finite differ- for a given accuracy. Thus we chose a relatively large but
infinite-order core,ence schemes with negative fractions that will be excluded

by the positivity constraint. Yet this does not appear to be
an unacceptable loss; suitable positive solutions can always

f(x) 5
J1(uxu)
2fuxu

, (22)be found. As discussed in Section 7, for any order of ap-
proximation our redistribution equations can be solved
using only a finite number of points within a finite scaled of the form proposed by Leonard [38]. According to Figs.
radius R. 10 and 11, our results are not sensitive to the precise form

of both these core shapes.

3.4. Implementation
4. CONVERGENCE FOR THE STOKES EQUATIONS

Basically, the redistribution method is a matter of finding
the fractions f n

i j , from (16) and the following, and redis- In this section, we will prove convergence of the redistri-
tributing the circulation of each vortex according to these bution algorithm for the Stokes or heat equations. The
fractions. Assuming that valid fractions f n

i j exist, they can redistribution fractions are assumed to satisfy the redistri-
be found using linear programming techniques, as ex- bution equations (16) and the following, to satisfy the posi-
plained in Section 5. However, it is possible that no valid tivity constraint (21) and to be restricted to vortices within
fractions exist using the available vortices in a neighbor- a mutual distance (10), with R . 1. Since we are enforcing
hood. In that case, we create new vortices until there is a consistency in the L2 norm, using the Fourier transform,
solution, as discussed in Section 7. while we have stability in the l1 norm, and the redistribution

To evaluate the velocity field or the vorticity field, a fractions are only partly determined, the conventional con-
smoothing function is used. Note that the redistribution vergence arguments need some modifications.
process itself is independent of the vortex core shape fd , We will show convergence in the L2 norm by showing
since (16) and the following are. convergence of the Fourier transform of the numerical

In our actual computations we used two different vortex solution,
cores; the low-order algebraic vortex core mentioned in the
previous section was used during the actual computation to ĝn 5 f̂(kd) O

i
Gn

i e2ik?xi (23)
integrate the convection processes. Our reason was that
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to the Fourier transform of the exact solution, uĝn 2 ĝ0e2k2n tu #
«̂

k2h2
v

(1 1 k2h2
v), (28)

ĝ(t) 5 ĝ0e2k2n t (24)
where hv 5 Ïn Dt and «̂ 5 maxn21

i50 hu«̂iuj. A similar estimate
could be derived for particle methods [66].in the L2 norm. Here g0 is the given initial vorticity and

To estimate «̂, recall that the redistribution equationswe do not explicitly show the dependence on k.
(16) and the following ensure vanishing of the first fewThe total error consists of the error induced by discretiz-
powers of Dt in the error in (27). Therefore, the Tayloring the initial data and the error induced by the redistribu-
series remainder theorem can be used to express the re-tion method itself :
maining difference «̂n. That expression is shown in Appen-
dix A; it can be bounded as

iĝ0e2k2n t 2 ĝni # i(ĝ0 2 ĝ0)e2k2n ti
(25)

1 iĝ0e2k2n t 2 ĝni. «̂ # uf̂(kd)u max
n

(GnFn)RM12(khv)M12(1 1 k2h2
v), (29)

Fn 5 max
i

O
j

u f n
i j u, Gn 5 O

i
uGn

i u. (30)The first error due to discretizing the initial data can be
important if the initial data have only limited smoothness
or if a low-order smoothing function is used. It depends

For the assumed positivity of the redistribution fractionson how the initial discretization is performed. Typically
(21), Fn 5 1 and Gn cannot increase. Thus the total errorthe initial vortices are given a uniform spacing h 5 O(hv)
in the Fourier transform is bounded byand the initial vortex strength is taken as G0

i 5 h2g0(x i).
Since the initial vorticity field is evaluated only at the
vortices, some information is lost; aliasing makes g0 indis- uĝn 2 ĝ0e2k2ntu # uf̂(kd)u4G0RM12 minh(khv)M, 1j, (31)
tinguishable from the Fourier interpolant gh through the
vorticity values. The total error due to discretization of where the second bound comes from the bound ufduGn

the initial data can be written: to (23).
In this paper, we will assume that G0, the absolute circula-

tion of the discretized initial data, is finite. Note that thisi(ĝ0 2 ĝ0)e2k2n ti # i(ĝ0 2 ĝh)e2k2n ti
(26) is a restriction on the l1 norm of the initial discrete vortex

1 i(ĝh 2 ĝ0)e2k2n ti.
strengths, rather than on the L2 norm of the initial vorticity
distribution. However, the Cauchy inequality applied to

The magnitude of the first of these two errors depends
on the number of square integrable derivatives of the initial O

i
hugiu(1 1 x2

i 1 y2
i )(11a)/2 · h(1 1 x2

i 1 y2
i )2(11a)/2, (32)vorticity. It may be shown that if s derivatives are square

integrable, this error is of order hs ([58, pp. 198–206]. In
two dimensions s has to be greater than one, but fractional with a an arbitrary positive constant, readily shows that G
values are allowed. can be bounded in terms of the L2 norms of the initial

The second error is due to the vortex core. Assuming vorticity and aliasing error, provided that the initial vortic-
f̂d to be bounded, for nonzero times the order of this error ity is restricted to a finite region or at least decays suffi-
is simply the order of accuracy of the vortex core. Thus, ciently rapidly at large distances. For example, it would
if the core is accurate O(hM

v ), the overall accuracy of the suffice that g0 5 O(x222a) for x R y for some a . 0.
computation is not affected by the core. The final L2 error in the vorticity is found from square

It follows that for a sufficiently accurate smoothing func- integration of (31) over all wavenumbers. Thus the error
tion and smooth initial data, the only important error will due to redistribution is found to be:
be that due to the redistribution process. To estimate this
error, we first define the local error in the Fourier transform
at time-level n to be the difference between the redistribu- iĝn 2 ĝ0e2k2n ti # CG0RM12 hM

v

dM11 ,

(33)tion solution and the exactly diffused solution from the
previous time-step:

C 5 4 S2f Ey

0
uf̂(k)u2k2M11 dkD1/2

«̂n ; ĝn11 2 ĝne2k2n Dt. (27)

To minimize this error, a relatively large core size is
desirable. If we take the core size proprotional to someBy repeated application of this definition, the error in the

Fourier transform due to redistribution can be bounded by small power a of hv , the error will be O(hM2a(M11)
v ). Since
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we can take a as any positive number, we can obtain any However, the least maximum procedure will create a
strictly positive solution if one exists, while the linear pro-order of accuracy arbitrarily close to O(hM

v ). Note, how-
ever, that for a core with a finite order of accuracy, the gramming method for the phase I problem will select the

minimum number of vortices for the redistribution. As afirst error in (25), due to discretizing the initial data, limits
the maximum size of d. Our core (22) is infinite-order result, the least maximum procedure tends to spread out

the vorticity somewhat better.accurate.
This completes the discussion of convergence for the In this study we solved the least maximum problem for

each vortex at each time-step from scratch (even for theStokes equations. It is interesting to note that the true
stability conditions are that Fn and Gn are bounded. Next Stokes flow in which a single solution could have been

used for all time-steps). This is a very inefficient approach,we will address how to find the redistribution fractions
f n

i j in an actual application of the scheme. since the systems are almost unchanged from one time-
step to the next. The relative locations of the vortices in
the neighborhood change only by an amount O(h3

v) during5. FINDING THE REDISTRIBUTION AMOUNTS
a time-step. This means that a single solution can be used

As explained in Section 3, the key to the redistribution over an asymptotically large number of time-steps. Addi-
method is to find a positive solution to the system (16) tionally, in our time splitting we perform two diffusion
and the following for the redistribution fractions f n

i j . The steps back to back. We solve each from scratch although
system is linear, but usually not square; the number of they are identical.
unknown fractions f n

i j is the number of vortices in the The disadvantage is that some information has to be
neighborhood, while the number of equations is deter- stored from one time-step to the next. For example, the
mined by the order of accuracy M desired. In this section fractions f n

i j could be stored and up-dated at each time-
we will discuss our strategy for obtaining a positive solution step until one turns negative, at which time the system
for the f n

i j , assuming that one exists. The question what could again be solved from scratch. Alternately, we could
to do if no positive solution exists will be addressed in merely store the information which of the fractions have
Section 7. magnitude less than the maximum norm. This is sufficient

The problem of finding a nonnegative solution to an information to solve a least maximum problem quickly. In
underdetermined system of equations is the standard any case, our computational times for the redistribution
‘‘phase I’’ problem in linear programming that can be method can presumably still be improved significantly.
solved by slack variables. However, following Van Dom- We did use one shortcut in our procedure. As a precondi-
melen [62] we will use a different approach. First, we note tioning to finding the least maximum solution, we per-
that the fractions f n

i j must be in the range [0, 1]. We may formed a Gram–Schmidt orthogonalization on the rows
shift the origin to the center of that range, by defining of the system. This orthogonalization directly determines

the least length solution, and we found that in about 60%
wj ; f n

i j 2 !s, (34) of the cases, the least length solution was positive. Thus
we could skip the determination of the least maximum
solution in the majority of cases.where the additional dependence of wj on the vortex i and

the time-step n is to be understood. In terms of the wj , a There are also tests that could be performed to decide
a priori that a system has no acceptable solution: accordingsolution is acceptable if the maximum norm of the solution

vector, iwiy ; maxjhuwj uj is less than or equal to !s. to estimates given in Appendix A, there must be at least
one neighborhood vortex at a distance of more thatOur approach is to find the solution for w with the least

maximum norm. If the maximum norm is less than or equal Ï4n Dt, the maximum horizontal and vertical distances
should be at least Ï2n Dt, and at least 4Ïn Dt/(R 1to !s, an acceptable solution has been found. On the other

hand, if the maximum norm exceeds !s, it must mean that ÏR2 1 8) in any direction. For third-order accuracy or
no acceptable solution exists. In that case we create more higher, there should be at least one vortex within a distance
vortices as described in Section 7. Ï8n Dt.

The least maximum solution algorithm that we used is
described in the next section. We did do some comparative 6. LEAST MAXIMUM SOLUTION PROCEDURE
testing of this algorithm against a standard library routine
(IMSL) for the phase I linear programming problem. We The strategy for finding a redistribution solution was

formulated in the previous section; it reduces to the stan-found that the number of iterations in the methods was
about equal, but that the library routine ran about two dard mathematical problem of finding the least maximum

norm solution to a linear system of equations. Van Dom-times more slowly, possibly due to the extensive safeguards
in its implementation. It appears that computational speed melen [62] used an ad hoc procedure to solve this problem

[63]. However, in the current study we have adopted ais not an important consideration in selecting the method.
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scheme developed by Abdelmalek [1]. This choice was The advantage is that an initial feasible solution is easy
to find, so that no slack variables are needed. Further, duebased on some numerical experiments that showed that

the method below usually takes less computational time. to the special structure of the matrix, the only storage
needed is for the original matrix and a few vectors. ThisThe procedure of Van Dommelen tends to be somewhat

more robust on poorly conditioned systems, but we have also reduces the work required to find the optimal solution.
The simplex method [26] requires a number of differentadopted a Gram–Schmidt orthogonalization of the rows

of the matrix as a standard preconditioning. tolerances to be specified a priori. We followed the
recommendations of Clasen [19]. Convergence occurredWe do point out that the procedure of Van Dommelen

has the following advantages: (a) it allows the iterations typically within about 12 vertex interchanges in the
simplex method.to be terminated early; even without convergence, the solu-

tion might satisfy the positivity condition; (b) the method
provides a lower bound on the least maximum that might 7. ADDING VORTICES
be used to predict early that a system does not have an
acceptable solution; and (c) it might be extended to allow The numerical technique of the previous two sections

will find a positive solution to the redistribution equationsthe solution at the previous time-step to be used as a
starting point of the iterations. More research is needed, as long as one exists. A solution does not necessarily exist,

however. In that case, new vortices with zero circulationbut the procedure below was found to be reliable and
converged well. are added until a positive solution does become possible.

There are various reasons why a solution may not exist.Our starting point is the linear system of equations
For example, the number of vortices in the neighborhood
may be less than the chosen number of redistribution equa-Aw 5 b (35)
tions. First-order accuracy requires at least six vortices,
and this number increases for higher orders.

obtained from the redistribution system (16) and the fol- Further, the neighborhood radius may be too small for
lowing by shifting the unknown fractions according to (34) the desired order of accuracy M. According to an estimate
and orthogonalizing the rows. We now want to find the derived in Appendix A, the scaled neighborhood radius
least maximum solution to this problem. R must be at least Ï2Me , with Me the even integer M or

The problem of finding a least maximum solution to M 1 1. For first- or second-order accuracy, this requires
a general linear system may be formulated as a linear a minimum value R 5 2. For third-order accuracy or higher,
programming problem. This is achieved by considering the vortices should also not be spaced too far apart; the
the maximum norm iwiy as another unknown. Casting scaled spacing cannot exceed Ï8.
equalities as the two inequalities $ and #, this yields At the outer edge of the region containing the vortices,

a solution always requires new vortices. According to an
estimate derived in Appendix A, the vortex region must
expand by a finite, scaled distance in each direction.

On the other hand, under reasonable conditions positive1
A 0

I 1

2A 0

2I 1
2 S w

iwiy
D$ 1

b

0

2b

0
2, (36)

solutions to the redistribution equations do exist. For ex-
ample, a standard five-point explicit finite difference for-
mula with Dx 5 Dy 5 R gives a second-order positive
solution as long as R is at least the minimum value 2 as

where 0 and 1 indicate vectors of zeros and ones. The mentioned above. Similarly a fourth-order solution exists
objective function to minimize is the maximum norm iwiy . if R is at least Ï8; see Appendix A.

Abdelmalek [1] points out that there are advantages to More generally, there is always a finite scaled neighbor-
solving the dual problem. The dual maximizes hood radius R for which the existence of a positive solution

is assured, provided only that there are no ‘‘holes’’ in the
distribution of the vortices that exceed some finite, scaled(bT 0T 2 bT 0T)y, (37)
size d. This is shown in Appendix A; however, it does not
give values for R and d.subject to the constraints

In our first-order computations, we choose the redistri-
bution radius R 5 Ï12, which is well above the minimum
value 2 for which a positive solution becomes possible.SAT I 2AT 2I

0T 1T 0T 1TD y 5 S0

1
D, (38) The reason is that the minimum value requires vortices

placed at optimum positions. For a larger radius, a positive
solution may be found for more general vortex placings.y $ 0. (39)
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One question of concern is where to place newly created
vortices. Van Dommelen [62] showed in one dimension
that if the computation starts with a single vortex and new
vortices are added at scaled distances Ï6, the fourth-order
accurate finite difference scheme is obtained. Based on
this observation, we adopted the strategy that if no positive
solution can be found for a certain vortex, a new vortex
is added at a scaled distance Ï6 from the considered vor-
tex. The angular location of the new vortex is chosen
among 12 possible positions spaced 308 apart, by maximiz-
ing the distance between the new vortex and the ex-
isting vortices.

This procedure worked well in practice, but it is certainly
not unique. For example, Van Dommelen showed that
the new vortices may also be placed at random positions FIG. 3. Total number of computational vortices versus time.
without apparent ill effects. However, our procedure has
some advantages. It will always succeed; a positive solution
is assured as soon as the points of a five-point finite differ-
ence stencil have been filled. It also tends to fill up the ing vortices. It is found that our strategy of placing new

vortices increases the vortex density initially until it fillsholes in the distribution of the vortices. Since the newly
added vortices are located away from the edge of the redis- up the ‘‘holes’’ in the distribution. When a certain vortex

density is reached, the distribution becomes steady. Fortribution region, it takes a finite time before they can con-
vect out ot it. example, the region shown for the final time in Fig. 2 is

unchanged at double that time.Figure 2 shows the increase in the number of vortices
for an example computation. The computation is the As shown in Fig. 3, the total number of vortices in the

computation does continue to grow. The reason is thatStokes flow starting from two concentrated, counterrotat-
new vortices continue to be added near the boundaries of
the domain. In fact, since the region containing vorticity
continues to grow linearly with time, ideally the number
of vortices should also grow linearly.

However, it was noted above that redistribution must
expand the region containing the vortices by a scaled dis-
tance that does not depend on time. This would lead to a
number of vortices that grows quadratically in time. It
would include large amounts of vortices with exponentially
small strengths at large distances. To prevent this growth,
we do not redistribute a vortex if its strength is below the
machine epsilon. Using this restriction, Fig. 3 shows that
the growth is indeed quite linear.

Convection introduces a further complication. Even if
a vortex can be redistributed at a given time, after a finite
time convection can move the vortices to locations for
which a positive solution may no longer exist. In that case
new vortices must be added. This can happen even though
incompressibility ensures that the average vortex density
does not change. The reason is that vortices might ap-
proach closely, which allows holes in the vortex distribu-
tion to form, even though in principle there are enough
vortices to fill those.

As an example, Fig. 4 shows the evolution of the vortex
distribution at Reynolds number 50, when there are very
strong convection effects. While we always add new vorti-FIG. 2. Growth in number of vortices for the Stokes flow starting
ces in the biggest hole we can find locally, it is seen thatfrom a pair of counter rotating point vortices. The small circle indicates

the size of the neighborhood. convection has caused some vortices to approach closely.
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TABLE IAs a result, the number of vortices in a typical redistribu-
tion radius, shown as a circle, has increased, compared to Number of Vortices at Reynolds Number 50
the case of no convection in Fig. 2.

Decay of a vortex pairThe additional vortices require increased computational
resources. It also raises the more fundamental question

Time Number of
whether the number of vortices within a redistribution step vortices
distance remains finite. This requires a total number of

0.004 2669vortices that increases linearly when the time-step is re-
0.002 5307fined. Table I verifies this requirement at Reynolds num-
0.001 10414ber 50.

For many practical applications, high Reynolds numbers
are of most interest. For such applications it would also
be desirable that the number of vortices within a redistribu-

desirable to prevent a significant increase in the numbertion radius remains finite in the limit of an infinite Reynolds
of vortices under all circumstances, since it results in thenumber. However, it is evident from Figs. 3 and 4 that the
loss of numerical efficiency. This requires that the positionsnumber of vortices increases without apparent bound when
of the vortices be periodically restored to a more even dis-the Reynolds number is increased. One reason is the use
tribution.of a scaled viscous time in Fig. 3; for a constant physical

In circular cylinder computations reported elsewheretime the total number of vortices decays with the Reyn-
[54–56], we simply replaced vortices that moved very closeolds number.
by a single combined vortex. In those computations weYet even at a constant time, the average number of
did not experience a significant increase in scaled vortexvortices in a redistribution radius still increases with the
density with the Reynolds number.Reynolds number. The reason seems to be that fluid strain-

It should be emphasized that condensing nearby vorticesing is particularly strong for this flow; there is no bound
into single vortices is not the same as the need to regenerateon the magnitude of the velocity at any given time when
the mesh in particle methods. First, the only purpose here isthe Reynolds number increases. It would, however, be
merely to increase the numerical efficiency, not to maintain
accuracy. Our computation can continue without it, al-
though at lower efficiency. Second, there is no need to
produce a new ordering, or association, of the computa-
tional points; there is no repartitioning of the domain; there
is no quadrature rule to update. We simply give one vortex
the combined strength and location and we drop the other
vortex from the further computation.

It is even possible to incorporate this condensation di-
rectly into the redistribution process itself. For a vortex
located close to another vortex, we might simply try to
find a solution to the redistribution equations that does
not involve the vortex itself. The vortex then loses all its
circulation and can be removed. The redistribution frac-
tions could be required to be positive as before, or a less
restrictive condition might be imposed to remove even
more vortices. In particular, the convergence analysis for
Stokes flow in Section 4 would not be affected if the frac-
tions were merely bounded in the l1 norm and the circula-
tion was allowed to grow by a relative amount O(Dt). More
research is needed to settle these points.

8. NUMERICAL RESULTS

This section discusses actual computations of two diffus-
ing flows using the redistribution method. The first is theFIG. 4. Growth in number of vortices for a flow starting from a pair
diffusion of a point vortex in time, and the second is theof counterrotating point vortices at Re 5 50. The small circle indicates

the size of the neighborhood. diffusion of a pair of counterrotating point vortices. Addi-
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tional physical discussions of the results below, including
the long time behavior, can be found in [65]. Results of
computations of flows about rotating and translating cylin-
ders using our scheme can be found in [54–56].

8.1 Point Vortex

The problem of a single point vortex diffusing out in an
infinite domain is a good test case since an exact solution
exists; its form is that of a diffusing point heat source
governed by the heat equation. Oseen [37] pointed out
that this provides a solution not just to the linear Stokes
equations, but also to the nonlinear Navier–Stokes equa-
tions. Further, while convection is trivial for the exact solu- FIG. 6. Vorticity distribution of a diffusing point vortex for Re 5 50
tion, it is not for the discretized solution: the discretization along the horizontal symmetry axis at times t 5 0.082 and 0.202. The
produces noncircular streamlines as well as numerical solid line is exact and circles are computed.
errors.

The Reynolds number will be defined as G/2fn and the
flow is normalized to have a nondimensional circulation

blob method preserves it during the convection step. In-G 5 2f. Numerical results will be presented for Reynolds
deed Fig. 5 shows excellent agreement, indicating that thenumbers of 0, 10, and 50. We will use a scaled viscous time
solution of the redistribution equations and the numericalt ; nt. In terms of this scaled time, the exact solution is
integration of convection are accurate. The relative errorindependent of the Reynolds number. We computed the
is of order 1026. It is clear that such accuracy could not berange 0 # t # 0.3 using a numerical time-step Dt 5 0.002.
achieved using the random walk method with the sameWe also repeated all computations at Dt 5 0.004 to verify
number of vortices [45, 50, 24, 23].their accuracy. As explained in earlier sections, we per-

Net circulation is conserved to six digits accuracy. Forformed redistribution over a neighborhood of radius
Stokes flow the mean vortex position remains at the originÏ12 Dt. Where no solution to the redistribution problem
to an accuracy of order 1027. This error increases to thecould be found, we added new vortices at a distance
order of 1025 for higher Reynolds numbers in agreementÏ6 Dt. We used the vortex core (4) in integrating the
with the chosen truncation error in the fast velocity summa-convection processes, and the core (22) to evaluate point-
tion scheme [60].wise values of the vorticity distribution. All computations

Despite the arbitrary locations of the vortices, it is possi-were carried out in 32-bit precision on a VAX4000-300
ble to obtain accurate pointwise vorticity values. For exam-computer running VMS V6.0.
ple, Fig. 6 compares the numerical vorticity along a hori-Other investigations of similar flows have focussed on
zontal line with the exact solution. A close examinationthe average square radius of the vortex, r2 5 oi Gi(x2

i 1
shows that since the infinite-order smoothing function isy2

i )/oi Gi , which grows as 4t. The redistribution scheme
not entirely positive, it produces a very small negativereproduces this growth exactly due to (18), while the vortex
vorticity at the tail end of the distribution. The maximum
errors at t 5 0.082 and 0.202 are 0.046 and 0.016, respec-
tively, which amounts to 0.75% and 0.65% of the maxi-
mum vorticity.

Table II shows the numer of vortices and computational
times for the fast summation and redistribution parts of
the computation. It should be noted that the time needed
for convection is increased due to subdivision of the con-
vective time-step. Since the flow starts from a concentrated
vortex, during the first few time-steps the vortices rotate
rapidly about each other. To limit the angle that the vorti-
ces can move, the early convection steps were subdivided
further. For example, at Reynolds number 50, the first
convection step was subdivided into 50 equal parts. The
subdivision was then decreased inversely proportional to
the time-step number. Since the number of vortices atFIG. 5. Growth in mean square radius of a single diffusing vortex

for Re 5 50. The solid line is exact and circles are computed. early times is very small, the additional work is limited.
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TABLE II

Computational Times for a Point Vortex at t 5 0.202 and
Dt 5 0.002

Decay of a point vortex

Reynolds Number of Convection Diffusion
number vortices CPU seconds CPU seconds

0 2482 0 2363
10 2863 1723 2724
50 3896 3320 4216

As discussed at the end of Section 5, the diffusion time
may be greatly reduced for Stokes flow and most likely
also for other Reynolds numbers, by not solving the redis-
tribution equations from scratch each time. step. As dis-
cussed at the end of Section 7, the number of vortices at
high Reynolds number may be reduced by some form of
regeneration of the vortex distribution.

8.2. Counterrotating Vortex Pair

The second flow studied starts from two counterrotating
vortices spaced a unit distance apart. Such a vortex system
will drift in the direction normal to the line connecting the
vortex centers. Using the same normalizations as for the
single vortex, the initial drift velocity is unity (which ex- FIG. 8. Isovorticity contours (a) at time t 5 0.082: g 5 5.00, 3.85,
plains our choice of normalizations). This flow presents a 2.70, 1.55, 0.40; (b) at time t 5 0.202: g 5 1.40, 1.10, 0.80, 0.50, 0.20. The

solid line is exact and circles are computed.case in which convection is not trivial even for the exact
solution. It also involves mutual cancellation of negative
and positive vorticity.

For Stokes flow, the exact solution is simply the superpo- lines in Fig. 8. A standard random walk approach would
sition of two single vortices. Figure 7 shows the vorticity experience considerable difficulty with this flow, since van-
distribution along the connecting line. There is excellent ishing vorticity is represented by roughly equal amounts
agreement between the exact solution and the computed of negative and positive vortices of the initial strength [62].
vorticity. This is also evident from the computed vorticity The computed decay of the circulation in a half plane is

compared to the analytic solution in Fig. 9. A physical

FIG. 7. Stokes flow solution for a pair of counterrotating vortices:
vorticity along the connecting line at times t 5 0.082 and 0.202. The solid FIG. 9. Decay of the circulation in a half plane. The solid line is exact

and circles are computed.line is exact and circles are computed.
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TABLE IIIdiscussion of the results and comparison with related work
may be found in [65]. Computational Times for Counterrotating Vortices at

Unfortunately, for a nonzero Reynolds number no exact t 5 0.202 and Dt 5 0.002
analytic solution is available to show how well the nontriv-

Decay of a vortex pairial convection effects are represented. Instead, we use the
expansion derived in [65] which is valid for sufficiently Reynolds Number of Convection Diffusion
small times. To obtain high resolution for small times, number vortices CPU seconds CPU seconds
we repeated the computation for Reynolds number 50

0 2981 0 2796at Dt 5 0.00025.
10 3525 2593 3524Figure 10 shows vorticity contours at two early times.
50 5307 4303 5631

The dashed curves in this graph represent the analytical
solution given by simple superposition of single vortex
solutions, while the solid curves include the next order in
the small time expansion. The difference between the The inaccuracy is reflected in sizeable differences between
curves represents nontrivial convection effects. Since the the solid and dashed curves. While the exact solution is
two curves are close together in the first graph, we expect now no longer certain, we still assume that it is accurately
the exact solution to be close to the solid curve. The compu- represented by the numerical solution. One reason is that
tations do indeed reproduce this curve closely. At the later the computed solution is close to the solid curve; second,
time, the small time expansion is probably no longer very we expect the next higher-order term in the small time
accurate, since it is based on the approximation that the expansion to have three periods along a contour, which
size of the vortices is small compared to their distance. seems to agree with the number of curve crossings in Fig.

10. Table III shows the number of vortices and computa-
tional times at t 5 0.202.

This study used algebraically decaying vortex cores,
rather than the somewhat more usual exponentially de-
caying ones. To check the effect, we repeated the computa-
tion of Fig. 10, using exponentially decaying cores. We used
a second-order Gaussian core [8] for convection, while at
the end of the computation, the vorticity was evaluated
using a fourth-order Gaussian core [8]. The results in Fig.
11 show that the effect is negligible, although the Gaussian
results seem slightly less accurate, based on the comparison
with the small time expansion at the earlier time.

9. DISCUSSION

In this section we want to compare the redistribution
method with other vortex methods, and in particular with
the particle strength exchange method and the related
method by Fishelov. Although in other studies we have
found the random walk method to be robust, simple to
apply, and quite reliable, it is often hard to distinguish
physical changes in the solution from the numerical errors.
The difficulty is that the errors, which can be quite notice-
able, are random. In fact, this was our motivation to de-
velop the redistribution method as a more accurate alterna-
tive that still avoids the need for order in the vortex
distribution or associations between the vortices.

Like the particle methods, the redistribution method
simulates the diffusion of a vortex by moving circulation
to neighboring vortices. This similarity is rather superficial,

FIG. 10. Isovorticity contours for a counterrotating vortex pair for
however, since Lagrangian finite difference, finite element,Re 5 50: (a) at time t 5 0.01025: g 5 40, 24, 8; (b) at time t 5 0.02050:
and spectral representations of the diffusion process wouldg 5 20, 12, 4. The dashed and solid lines represent orders of approximation

in the analytic expansion. Circles are the computed. all do this. By construction, the redistribution method is
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much smaller cores, but remeshed frequently to uniformly
distributed vortices. For example, Pépin [47] uses d/h 5
1.8 to compute the flow around a cylinder at Reynolds
number 9500, but he reports remeshing every six or seven
time-steps.

9.1. Resolution of Short Scales

The requirement of particle methods that the diffusion
core size must be asymptotically large compared to the
vortex spacing can be a disadvantage. It is not the vortex
spacing, but the larger core size that limits the smallest
scales that can be resolved during the computation.

This is especially so since the core size must be chosen
before the computation can be conducted, at a time when
little precise information about the flow to be computed
is likely to exist. When widely differing straining rates
cannot be excluded beforehand, it may be tempting to
make the core sufficiently large to ensure that it will remain
well resolved during the computation. A choice that opti-
mizes both the errors in small scales and the errors in
discretizing the core may not be very easy to make.

In contrast, the redistribution method proceeds without
a core. The smallest scales for which the computation is
meaningful are limited by the redistribution radius, which
is of the order of the point spacing, not asymptotically
large compared to it.

If the vorticity field itself is desired at some given time,FIG. 11. The effect of using exponentially decaying core shapes in-
we still need to evaluate it using an evaluation core, butstead of algebraically decaying ones.

this is a different problem. At the evaluation stage, all
information about the solution is known, and the core can
be selected, based on the actual solution properties at theclosest to a finite difference method, rather than a particle

method, and reduces to one when the distribution of the given time. In practice, we reduce the core size until short
wave errors start to show up. In principle, it would evenvortices is uniform. For that reason, it might be considered

to be a computed finite difference formula. be possible to select a core size based on the local solution
properties, but so far we have always used a spatially con-The various numerical methods mentioned above differ

in the way the amounts of circulation to be moved to stant core.
Furthermore, the evaluation core does not affect theneighboring vortices are determined, and in the number

of neighboring vortices involved. In particular, the particle actual computation; all information about the short waves
remains available for the convection algorithm to use.methods transfer circulation between vortices proportional

to the local value of a diffusion kernel. In contrast, the In practical applications, significant short scales might
be due to rapid changes in boundary conditions or due toredistribution method computes the amounts to be trans-

ferred from procedures similar to ones used to construct strong straining during the vortex ejection from boundary
layers that follows the unsteady separation process discov-finite difference formulas. This allows the redistribution

method to satisfy the necessary equations using only a finite ered by Van Dommelen and Shen [56]. As a model exam-
ple we will address the case of a diffusing point vortex.number of vortices, similar to a finite difference method.

Particle methods cannot do this. For these methods to This is the fundamental solution of the diffusion equation
and presents the limiting case where the entire initial vor-converge, the diffusion kernel must have a size d that is

asymptotically large compared to the point spacing h; it ticity distribution has such a small scale that it computation-
ally appears to be a point. According to the exact solutionmust be integrated correctly [21, 23]. As a result, in particle

methods the diffusion of a vortex involves an unbounded for a diffusing vortex, the vorticity diffuses out over a
typical distance Ïn t. The particle methods are inaccuratenumber of neighboring vortices, as in a spectral method.

In practice, d 5 O(hp), 0 , p , 1, and p may be as for times for which this diffusion distance is still small or
finite compared to the kernel size d.small as 0.08 or 0.1 [16]. Other computations have used
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The method of Degond and Mas-Gallic [21] leaves the errors, etc. that a truly Lagrangian computation attempts
to avoid.vortex largely undiffused during early times; it diffuses

only a small fraction of the vortex over an area of typical In any case, in practical applications we did find that
our method works well at relatively low numbers of vorti-size d. Instead, it should diffuse all of the vortex over the

distance Ïn t. The method of Fishelov [23] initially also ces. For a circular cylinder at a Reynolds number of 9500,
we found that our method at about 60,000 vortices [54]leaves the vortex undiffused; it simulates the diffusion by

the creation of negative and positive vorticity within a gave results that remain unchanged when the number of
vortices is increased further and a separated vorticity distri-region of size d.

While the smallest vortex size that the particle methods bution that is in excellent agreement with the particle com-
putations of Koumoutsakos and Leonard [36], which usecan resolve is determined by the size of the kernel, asymp-

totically the point spacing must be much smaller. As a much more vortices. For the number of vortices we used,
the smallest scales, such as the boundary layer thickness,result, there is a range of times for which the vortex is

already large compared to the point spacing, but small or are not much larger than the typical point spacing.
We do want to point out a concern about our methodfinite compared to the kernel. For those times, the particle

methods give inaccurate results. when it is applied to vortices arranged according to a
smoothly varying mesh distribution. Our method was notOn the other hand, the redistribution method gives a

valid approximation to the exact solution as soon as the designed for such a purpose; we were interested in truly
Lagrangian computations when convection has thoroughlysize of the vortex l 5 Ïn t becomes large compared to the

typical point spacing hv . We simply take the size of our mixed the vortices. Yet our method can be used on a
uniform vortex distribution as well, since it will simplysmoothing function d 5 ha

vl12a for some a , !s. According
to the error bounds (25) and (33), for a close to zero this generate an explicit finite difference formula with good

conservation and positivity properties. However, when ourproduces an L2 relative error of almost O(hv/l)M, which is
the best accuracy that can be expected. This means that method is applied on a smoothly varying mesh of vortices,

instead of a uniform one, our choice to solve the redistribu-we are using a smoothing function with a variable core
size. However, this has no consequences; the redistribution tion equations using a least maximum procedure is proba-

bly not the best one. The resulting redistribution weightsprocess is independent of the smoothing function. The
smoothing function is merely used in the final evaluation do not always depend smoothly on the vortex positions.

This will produce unnecessary short wave errors from theof the solution and can be optimized for the instantaneous
properties of the computed solution. long wave components. But since our scheme seems, at

present, quite inefficient for smoothly varying vortex distri-For still earlier times, after only a finite number of
time-steps, the size of the delta function is of the order butions, there may not be much point in attempting to

formulate an alternative to the least maximum procedure.of the point spacing, and an accurate representation of
the vorticity is not possible. This is not a shortcoming
of the redistribution method; it cannot distinguish whether

9.2. Automatic Remeshing
the initial condition is a true point vortex or a spike of
a size smaller than the spacing of the numerical points. One of the main difficulties in a Lagrangian determina-

tion of diffusion processes is that convection can causeThus the solution is truly indeterminate as long as the
vortex distribution is of the order of the point spacing. a severe deterioration in the spatial distribution of the

computational points. For the particle methods, the mostThe best that can be hoped for during these times is
that the numerical solution gives the correct typical size important consequence is a loss of accuracy in the quadra-

tures [42, 46]. To maintain accuracy, such methods requireof the vortex distribution. Since the redistribution method
uses a finite scaled redistribution radius R, it restricts a careful monitoring of the particle overlap at all times

[34, 47]. Solutions for extended times require periodic re-diffusion to a region of the correct order of magnitude.
Moreover, except for the uncertainty in the initial data, initialization or remeshing of the particle distribution [47,

34, 10].the correct root mean square radius of the vorticity
distribution is achieved. The influence of the remeshing process and the time

period between remeshings are additional sources of errorsHow important the difference is for practical computa-
tions remains to be decided. As mentioned in the beginning and uncertainties. Some particle computations have re-

ported remeshing every six or seven time-steps [47]. Thisof this section, results for the ratio of point spacing to core
size vary. Some computations have used a ratio quite close suggests the question at which time a Lagrangian computa-

tion stops being mesh-free or truly Lagrangian.to one. These computations have maintained a highly effi-
cient vortex distribution by frequent remeshing. However, The redistribution method does away with these diffi-

culties. Its only constraint on the point distribution is thatthis does reintroduce concerns with regard to regeneration
times, mesh generation, interpolation errors, quadrature a positive solution to the redistribution equation exists. If
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there is none, a new vortex is added to create one. As a method would asymptotically need much less points than
a fixed-order redistribution method, making the aboveresult, the point distribution is implicitly checked at each

vortex at each time-step, and restored before it can affect comparison of times meaningless.
Furthermore, under realistic conditions the number ofour error estimates.

It is important to reiterate that our computation is truly neighboring vortices affected in a particle method is not
likely to be very large. Since it is significantly less work tomesh-free. We simply add a new vortex when we need

one. We do not create a new partitioning of the domain; transfer a vorticity fraction onto a vortex than to compute
that fraction from a linear programming problem, finitewe do not create new quadrature rules based on the new

vortex and its neighbors; we do not make any associations or not, the asymptotic estimate is clearly misleading for
practical applications. This is particularly so for the particlebetween the new vortex and its neighbors.

In computations reported elsewhere [56], we have also methods that remesh every few time steps, e.g., [47, 34].
These may involve as little as on the order of 200 neigh-searched the existing vortices for any ones that are no

longer truly useful and simply have thrown them out, after boring vortices.
In any case, from a practical point of view the real ques-distributing their vorticity over the neighboring vortices.

No other steps were needed. tion is whether the computational time for the redistribu-
tion step leads to an unacceptable increase in the totalIn our computations, we do not even bother creating a

mesh of vortices around our solid bodies. For example, computational time. If the time for redistribution would
be much larger than the time needed to find the velocityShankar [56] computed vortices bouncing off a circular

cylinder by merely placing the incoming vortices at the field, it would significantly reduce the problems that could
be addressed with the method. Our computational exam-desired initial position. The vortices introduce slip at the

surface of the cylinder, and new vortices are created at the ples in Section 8 showed that this is not the case. To put
it in perspective, we may note that in order to resolvewall to cancel the slip. Our method automatically takes

care of extending this vorticity distribution at the wall out length scales only twice as small, a computation would
need 16 times the computational effort in two dimensionsinto the field. This would work the same way, regardless

of the number and complexity of the solid bodies present. and 32 times in three.
Furthermore, as discussed in Section 5, we have not yetThe mesh-free nature of our computation also allows us

to restrict vortices to exactly the regions where we need made serious attempts to reduce the time required for our
method. Since there seems theoretically no limit to thethem. For example, we do not include vortices of zero

strength in our computation as particle computations have reduction in computational effort that might be achievable,
this seems a promising area for further research.done [47].

A true saving of computational time compared to parti-
cle methods can occur if the initial vorticity is sparse. The

9.3. Computational Speed
redistribution method, with its capability to deal with ran-
domly distributed, independent vortices, need use onlyThe computational effort required by our method is an

area of considerable concern, but more as a practical, vortices in regions in which vorticity exists. New vortices
are automatically added when the region with vorticityrather than as a theoretical, issue. From a rigorous theoreti-

cal point of view, the redistribution method is in fact supe- expands. For example, for the diffusion of a point vortex
we started with a single vortex and we let our method addrior to the particle methods with respect to computational

time. After all, in the limiting process in which convergence vortices automatically. Particle methods typically start out
with a large number of vortices, most of which are inactiveis achieved, the particle methods must transfer their vortic-

ity to infinitely many neighbors, requiring infinitely many at those early times. (An improvement suggested by Pépin
[47] is to allow the number of particles to be increasedcomputational operations. Although the redistribution

method must elaborately compute the fractions to transfer during remeshing, thus allowing fewer particles to be used
during the first stages.)to the neighbors, only a finite number of neighbors is in-

volved, making the work asymptotically finite.
9.4. Simplicity

However, the situation is much less clear than this argu-
ment might suggest. The comparison above assumes that It has been argued that the redistribution method intro-

duces significant additional complexity in a vortex compu-the particle and redistribution methods use the same num-
ber of vortices and time-steps. Yet, a particle method such tation. We cannot agree with this sentiment, at least not

if a fast summation algorithm is used to find the velocityas Fishelov’s [23] can be exponentially accurate. While the
redistribution method can have any fixed order of accuracy, field in the convection step. In its simplest implementation,

followed in this paper, the redistribution method needs toat least for the Stokes equations, it cannot be exponentially
accurate using a finite number of points. For infinitely do two things for each vortex: identify the neighboring

vortices and solve the redistribution equations.smooth initial data, an exponentially accurate particle
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Neighboring vortices are already identified by the fast The redistribution method has it much easier since the
computation of the diffusion processes does not dependsummation procedure used to find the velocities. In our

program, that part of the fast summation process was sim- on a smoothing function. A smoothing function is only
used in the final evaluation of the results. At that time,ply repeated in the redistribution stage to account for the

different neighborhood sizes in fast summation and redis- much more information is available since the strength of
the vortices has already been determined. It also makes ittribution. Thus there is no significant further complexity

with regard to this requirement. possible to optimize the size or shape of the smoothing
function based on the computed properties without re-While our method also requires the solution of the

redistribution equations, this does not truly add complex- peating the complete computation.
Admittedly, in an actual computation at nonzero Reyn-ity to our procedure either. Solution of a linear system

of equations is a standard mathematical problem, not a olds number, a smoothing function must still be used to
find the velocity field. However, experience indicates thatproblem specific to the redistribution method. Ideally,

the redistribution equations are merely handed to a the choice of this smoothing function is often not very
critical. For example, Milinazzo and Saffman [45] obtained‘‘canned’’ library routine for solution. Actually, we wrote

our own subroutine based on an algorithm found in meaningful random walk results with a very small smooth-
ing function. Goodman, Hou, and Lowengrub [29] showliterature [1].

If there is no solution to the redistribution equations, a that no smoothing function is necessary if the vortices are
initially uniformly spaced.vortex needs to be added. This too, is a very simple process.

We simply try a few locations for this vortex and stick it Thus the redistribution method is simple to apply and
flexible. On the other hand, additional complications canin the largest hole we find.

It is important to note that none of the above require- certainly arise if its performance is to be optimized. For
example, while extended convection is not a problem forments depends on what flow is being computed. The com-

plexity of the flow does not affect them. The length scales accuracy as in particle methods, it can certainly reduce
numerical efficiency. As discussed in Section 7, it would beand the strength of the convective processes do not affect

them. No parameters need to be chosen based on the desirable to combine vortices that approach very closely.
While there are no associations between vortices that needflow properties. In other words, these issues need to be

addressed only once. to be maintained, it would still have to be shown that this
process does not introduce instability or inaccuracy. WeWhile admittedly the random walk method is even sim-

pler to apply than our method, in our opinion particle note, however, that we have used it without difficulty else-
where [54–56].methods are not. First, while our method extends the vor-

tex distribution automatically from the solid surfaces into Similarly, solving the redistribution equations from
scratch at every time-step seems wasteful; as pointed outthe field, a particle method faces a separate mesh genera-

tion problem: it needs to create an effective partitioning in section 5, these equations change little from one time-
step to the next. Yet, to use the solution of one time-stepand quadrature procedure. Such problems can become

difficult for complex configurations. Yet, in order to resolve during the next one would clearly add complexity, such as
what information to save from one time-step to the nextthe diffusion cores with the minimum number of vortices,

an effective vortex distribution is highly desirable. and how to update the old solution.
For higher order of accuracy, the conditioning of theFurther, a particle method needs to monitor its vortex

distribution. It needs to formulate criteria that determine redistribution equations needs to be considered. It would
need to be determined whether it might be advantageouswhether a given distribution, with widely varying local

properties, needs to be updated globally. Or it needs to to recast the equations in other equivalent forms. The
effects of numerical errors in the solution process wouldaddress the even more complex issue of local updating. It

needs to update the vortex distribution without introducing need consideration. Again, such considerations would be
independent of the flow being considered.artificial diffusion or smearing steep gradients. The best

choices for the time interval between updating, the new
point distribution, the transfer of vorticity between meshes,

9.5. Conservation Laws and Positivity
etc., all depend on the actual flow being computed. Optimal
choices will require trial and error. The fact that the redistribution method computes the

individual redistribution fractions makes it easier to obtainFurthermore, particle methods face the need to select a
smoothing function to perform diffusion. This function certain desirable properties. In particular, it allows the

conservation laws to be satisfied exactly. Even when resolu-must be selected a priori in order to be able to perform
the computation of the diffusion process. Since at that time tion is very poor, such as initially for a diffusing point

vortex, at least no false circulation or linear and angularnot much may be known about the flow to be computed,
an optimal choice will not always be a simple task. momentum will be created.
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A random walk procedure conserves only circulation this paper was to verify that the basic concepts of the
method are sound. We wanted to show that it is possibleexactly. While corrections are possible that conserve the

center of vorticity [45, 13], subgroups of vortices can still to use disorganized vortex locations, that it is allowable to
be vague about what the individual vortex strengths reallyperform an appreciable net motion without a physical

mechanism causing it. The particle scheme proposed by mean, beyond the statement that a meaningful vorticity
field can be constructed from them by some convolutionFishelov [23] is not conservative unless a corrected rule is

used to perform the integrations in her convolution, but if desired, and that flow computations with very strong
convective effects can be continued without any reorgani-the potential high-order of accuracy may make this unim-

portant. The particle methods do not satisfy conservation zation of the vortex locations and still not result in addi-
tional errors or a blowup of the vortex density. Theseof center of vorticity exactly when the particle distribution

becomes nonuniform. properties were verified using the linear convergence anal-
ysis and the computed examples with analytical solutions.Another advantage of the redistribution equations is

that they tend to localize the errors in velocity that result We refer elsewhere for actual physical applications using
the redistribution method; see [54–56, 65].from the numerical diffusion. To be precise, the redistribu-

tion equations ensure that the leading order decay terms From all the results, the redistribution method emerges
as a viable alternative to other procedures such as randomof the error in velocity vanish exactly.

Another desirable property is the positivity of the redis- walk and particle methods. It shares with the random walk
method the property that the vortices are truly indepen-tribution fractions; it assures that regardless of the numeri-

cal inaccuracy, no false reversed vorticity is created. dent; there is no need for regularity in their positions, no
partitioning of the domain, no numerical quadrature rule.Whether particle methods satisfy this constraint depends

on factors such as the choice of smoothing function and These are very desirable properties for flows with strong
convective straining effects, or when complex geometriesof the time discretization. For example, Fishelov’s method

does not satisfy positivity and can generate reversed vortic- are involved. Yet, our results with the redistribution
method have been much better than our own earlier resultsity, although the amount should be very small if the vortic-

ity distribution is sufficiently smooth. The integral con- with the random walk method; for example, we refer to
our computations of the separation process from a circularstraints given by Degond and Mas-Gallic [21] show that

third-order accurate particle schemes do not satisfy posi- cylinder elsewhere, [64, 54] for the random walk and redis-
tribution methods, respectively. In our opinion, these dif-tivity.

It may seem surprising that for the Stokes equations the ferences are well worth the additional computational time
required to perform the redistribution step.redistribution method can achieve any order of accuracy

with positive fractions, while the particle methods cannot. Such improved accuracy might also be obtained using
particle methods, but particle methods do not allow inde-The reason is that the redistribution method discretizes

convection for a finite time-step, rather than an infinitesi- pendent vortices. Our method has some other advantages
over particle methods, such as the fact that new vorticesmal one. In particular, if we let the time-step tend to zero

in the redistribution method, while keeping the location of are added automatically, when the vorticity diffuses toward
new locations or straining depletes the regions of vortices.the vortices fixed, the scaled spacing between the vortices

would tend to infinity. In Appendix A it is shown that the Such new vortices are created only when and where they
are needed. Our method can also show a better perfor-redistribution equations do not have a positive third-order

solution if the scaled spacing is more than a finite value. mance for small scale phenomena; compare the discussion
about a diffusing point vortex in Subsection 9.1. FurtherThus a high order of accuracy can only be achieved for a

finite time-step. advantages are that the conservation laws are satisfied ex-
actly and that our method can preserve the sign of theFor the Navier–Stokes equations a finite time-step is a

mixed blessing; the splitting into viscous and inviscid steps vorticity exactly even at higher orders of accuracy.
However, in view of the initial nature of our investiga-should not introduce an error larger than the spatial order

of accuracy. Note, however, that the time-step is an order tions, it should not be surprising that there are some sig-
nificant areas in which our method cannot yet competesmaller than the spatial resolution. In an unbounded do-

main, Strang splitting with reversal of the order of the steps with particle methods. For example, Fishelov’s method
[23] readily provides a high order of accuracy. In theory,[6] would be fourth-order accurate with respect to space.
this is also possible with our method, but it remains un-
known how well this will work out in practice.10. CONCLUSIONS

Further, there is a disadvantage of speed. The work that
is required for the redistribution method is of the orderBy construction, the redistribution method might be con-

sidered to be a computed finite difference formula for of the time required for convection. Particle methods are
much faster; the computational time needed for diffusionvortices with disordered locations. The primary intent of



VORTICITY REDISTRIBUTION 107

in typical particle computations is negligible compared to theorem,
the time needed for convection. Yet, we must point out
that so far, we have not made any serious attempt to reduce ĝn11 2 ĝn11

e 5 f̂(kd) O
i

Gn
i e2ik·xi

our computational time. We certainly have no doubt that
the brute force approach we have followed so far is unnec-
essarily inefficient. Interestingly, in theory the reduction in 3 H(khvR)M12

(M 1 2)! O
j

f n
ij(cos ai jk 1 i cos bi jk) Sk · ji j

kR DM12

computational effort could still be arbitrarily large. Future
studies will have to determine how much of that is really
possible. 2

(2k2h2
v)(1/2)Me11

(!sMe 1 1)!
e2c2

kJ, (43)

APPENDIX A: DETAILED DERIVATIONS where the values of ai jk , bi jk , and ck represent the undeter-
mined midpoints in the remainder theorem, and Me is the

This appendix gives some derivations mentioned in the even integer M or M 1 1.
paper. First is the derivation of the redistribution equations To find the lower bound to the redistribution radius
(16) and the following. We write the difference between mentioned in Section 7, we integrate (41) over the unit
the Fourier transform of the redistributed vorticity (13) circle to produce
and the exactly diffused vorticity (14) in terms of the vis-
cous scale hv 5 Ïn Dt and the scaled relative positions (15): O

j
f n

i jj
m
ij 5 2m(!sm)! (m # M 1 1; m even). (44)

ĝn11 2 ĝn11
e 5 f̂(kd) O

i
G n

i eik·xi

(40) Hence, in terms of the even integer Me 5 M or M 1 1,
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i j $ O
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f n
i jj

Me
ij @O

j
f n

i jj
Me22
i j 5 2Me , (45)

In the redistribution method, this error is made small, of
which implies the lower bound for the redistribution radius.order O(hv k)M12, or O(Dt)(M12)/2 for any finite wave-

Up to fourth-order accuracy, this estimate for the mini-number k, by equating the Taylor series expansions of
mum radius is precise. It may be verified by direct sub-the two terms within the parentheses to that order. This
stitution into the redistribution equations that a positiveproduces, for any m # M 1 1,
second-order solution is obtained by spreading the frac-
tions evenly over the circle with scaled radius R 5 2. Simi-
larly, a positive fourth-order solution is obtained by giving
the vortex being redistributed a fraction 0.5 and spreading

O
j

f n
i j(k1j1i j 1 k2j2i j)m 5 0 (m odd),

5
m!

(!sm)!
(k2

1 1 k2
2)(1/2)m (m even).

the other half evenly over the circle R 5 Ï8.
Next we verify an assertion made in Section 7: as long

as all vortices are redistributed, the region containing the
(41) vortices must expand a finite scaled amount in each direc-

tion. To do so, we derive a lower bound j1max to maxj(j1i j),
using the cases m2 5 0 and m1 5 0, 1, and 2 of (42),

Expanding using the binomial theorem, the individual
equations become, for m1 1 m2 # M 1 1,

8 5 O
j

f n
i j(uj1i j u 1 j1i j)2 1 O

j
f n

i j(uj1i j u 2 j1i j)2

# 4j2
1max 1 O

j
f n

i j(uj1i j u 2 j1i j)2R
(46)
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m1
1i j j

m2
2i j 5 0 (m1 or m2 odd)

5
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(m1 and m2 even). (42) 5 4j2

1max 1 O
j

f n
i j(uj1i j u 1 j1i j)2R

# 4j2
1max 1 4j1maxR.

These are the redistribution equations written out in (16)
The solution of the quadratic shows thatand the following.

The remaining error in the Fourier transform, needed
j1max $ 4/(R 1 ÏR2 1 8). (47)in Section 4, is according to the Taylor series remainder
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Applied to the vortex at the largest value of x, this value maximum value for the constants ucmnu below which the
correction terms cannot change the sign of the first termdescribes how much the vortex distribution needs to ex-

pand in the x-direction in order for the redistribution equa- to f n
i j . Further, since the redistribution equations give a

system of equations for the cmn that tends to a unit matrix,tions to be solvable at that vortex. Since the redistribution
problem is independent of the angular position of the coor- there is a value of d below which the maximum ucmnu can

be bounded by a multiple of the maximum error due todinate system, this minimum expansion applies in any
direction. the first term in (50). That error can be reduced to any

finite amount by selecting a large enough R and a smallNext we verify an assertion made in Section 7 and Sub-
section 9.5: for third-order accuracy or higher, the scaled enough d to make the numerical integrals sufficiently accu-

rate. Hence the required positive total solution (50) canspacing between the vortices cannot be arbitrarily large.
Defining jmin 5 minj?ihji jj and using (44) for m 5 4 and always be assured for some finite R and d.

At least for the case of first-order accuracy, M 5 1, form 5 2, it is seen that
any R greater than the minimum value R 5 2, a finite hole
size d exists that ensures a positive solution. This can be32 5 O

j
f n

i jj
4
i j $ O

j
f n

i jj
2
i jj

2
min 5 4j2

min . (48)
seen by selecting nine vortices to satisfy the redistribution
equations. Eight of these are chosen as closely as possible

Hence, the vortices cannot be spaced further apart than a to eight equally spaced points on the outside circle and
scaled distance Ï8. given a nominal fraction f n

i j 5 1/2R2, and the last point is
Finally we verify an assertion made in Section 7: there chosen to be the vortex being redistributed and given a

are finite values R and d so that a positive solution to the nominal weight 1 2 4/R2. This satisfies the redistribution
redistribution equations exists within the circle with scaled equations approximately, and it is readily seen that for
radius R, provided that there are no square holes exceeding these nominal positions, the needed corrections in the
a scaled size d in the distribution of the vortices. To do weights to make the approximation exact can be bounded
so, we first note that the diffusing delta function by the errors. Thus, similar to the derivation above, the

corrections do not change the sign of the weights when d
is small enough. The actual value of d is unknown, but

f (j1i , j2i) 5
1

4f
e2(j2

1i1j2
2i)/4 (49) clearly d must tend to zero when R R 2; the allowed hole

size must be small enough to ensure that there are vortices
outside the circle R 5 2 within which no solution exists.gives an exact continuous solution to our redistribution

equations, replacing oj by ee dj1i dj2i . We now discretize
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